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Resumo

O presente estudo tem como objetivo introduzir a possibilidade de codificar expressões faciais e

movimentos da cabeça em diferentes línguas de sinais utilizando o programa FaceReader.

Considerando que as Marcadores Não-Manuais (MNMs) (expressões faciais, movimentos da

cabeça e do tronco) são uma parte importante da gramática das línguas de sinais, a capacidade de

codificação automática do FaceReader seria muito útil para a análise de um maior número de

dados sinalizados, uma vez que o programa é capaz de calibrar o rosto dos participantes e anotar

automaticamente emoções (expressões faciais emotivas), Unidades de Ação (MNMs

gramaticais) e suas respectivas intensidades, assim como posições e movimentos da cabeça. No

geral, parece ser muito benéfico usar o programa para o reconhecimento de movimentos faciais e

da cabeça em línguas de sinais, mas também possui algumas desvantagens em adotá-lo: o preço,
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a falta de codificação de movimentos do tronco e de projeção da cabeça para frente e para trás e

a dificuldade de analisar participantes com barba e óculos. Algumas dessas desvantagens podem

ser compensadas ou superadas com softwares ou estratégias metodológicas.

Palavras-chave: FaceReader; Marcadores Não Manuais; Codificação; línguas de sinais.

Resumen

El presente estudio tiene como objetivo introducir la posibilidad de codificar expresiones faciales

y movimientos de cabeza en diferentes lenguas de señas utilizando el programa FaceReader.

Teniendo en cuenta que las Marcadores No-Manuales (MNMs) (expresiones faciales,

movimientos de cabeza y torso) son una parte importante de la gramática de las lenguas de señas,

la capacidad de codificación automática de FaceReader sería muy útil para investigar un mayor

número de datos, ya que el programa es capaz de calibrar el rostro de los participantes y anotar

automáticamente emociones (ENMs emotivos), Unidades de Acción (ENMs gramaticales) y sus

intensidad, así como movimientos y posiciones de cabeza. En resumen, utilizar el programa es

muy beneficioso para el reconocimiento de movimientos faciales y de cabeza en las lenguas de

señas, pero también hay algunas desventajas al adoptarlo: su precio, la falta de codificación de

los movimientos del torso y la proyección de la cabeza hacia delante y hacia atrás, así como la

dificultad de analizar a participantes con barba y gafas. Algunas de estas desventajas pueden ser

superadas con otros softwares o estrategias metodológicas.

Palabras clave: FaceReader; Marcadores No-Manuales; Codificación; lenguas de señas.

Abstract

The present study aims to introduce the possibility of coding facial expressions and head

movements in different sign languages using the FaceReader program. Considering that

Non-Manuals Markers (NMMs) (facial expressions, head and torso movements) are an important

part of the signed languages grammar, the FaceReader’s automatic coding ability would be very

useful for investigating a larger number of signed data, The program can calibrate participants’

faces, automatically annotate emotions (emotive facial expressions), Action Units (AUs)

(grammatical NMMs), their intensities, as well as head movements. Overall, it seems highly
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beneficial to use the program for recognizing facial and head movements in sign languages.

However, there are some disadvantages to adopting it, such as pricing, the lack of torso

movements and head protraction/retraction coding, and difficulties in analyzing participants with

beards and glasses. Some of these disadvantages can be addressed through the use of other

softwares or methodologies strategies.

Keywords: FaceReader; Non Manual Markers; Coding; sign languages.

1. Introduction
1.1 Facial expressions of emotions

Facial expressions of emotions have been under investigation mainly by naturalists

(Darwin, 1872), anthropologists (Lutz & White, 1986; Dinculescu et al., 2019), and

psychologists (Allport, 1924; Asch, 1952; Tomkins, 1962; 1963; Lewinski et al, 2014; Küntzler

et al., 2021) for over a hundred years. In the field of emotion sciences, facial expressions have

been analyzed in various disciplines, including psychophysiology (Levenson et al., 1990), neural

bases (Calder et al., 1996; Davidson et al., 1990), development (Malatesta et al.,1989; Matias &

Cohn, 1993), perception (Ambadar et al., 2005), and emotion disorders (Kaiser, 2002; Sloan et

al., 1997), among others. In all these fields, there has been a debate regarding the existence of

emotions that are universally recognized across all human cultures (Ekman, 1992; 1973). In

other words, there has been a debate whether the following six prototypic emotions are universal

or not (Jack et al., 2014; Mansourian et al, 2016; Gu et al, 2015; 2016; Wang & Pereira, 2016):

Figure 1 - Prototypic six emotional facial expressions: Anger, Disgust, Fear, Joy, Sadness, and Surprise

(from left to right). Source: Cohn-Kanade database (Kanade et al., 2000 cited in Shan & Braspenning,

2010, p. 03)
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This debate is not central to our analysis, but it demonstrates the importance of facial

expressions in many different areas. The significance of this research led to the development of

facial expression measurement techniques (Ekman & Friesen, 1978; 1982; Ekman et al., 1971;

Izard, 1979; 1983; Izard & Dougherty, 1981). Among the various systems for describing facial

expressions, the Facial Action Coding System (FACS: Ekman & Friesen, 1978; Ekman et al.,

2002) is “the most comprehensive, psychometrically rigorous, and widely used” (Cohn &

Ekman, 2005; Ekman & Rosenberg, 2005) (see more in section 2.1).

1.2 Why are facial expressions and head movements important to (sign)

languages?
As mentioned, facial expressions have become a subject of investigation in various fields.

Recently, linguistic analysis has been conducted, recognizing that facial expressions also serve as

a natural form of human communication. Studies by Abelin (2004), Blossom (2006) and Fontes

and Madureira [s.d.] have examined facial expressions, as well as gestures, in relation to spoken

languages. These analyses contribute to our understanding of the role of non-verbal

communication in expressing meaning and information, particularly in cross-linguistic

multimodality.

However, when it comes to sign languages, which are visuo-spatial languages used by

deaf communities (Libras – Brazilian Sign Language – from Brazil, ASL – American Sign

Language – from USA, BSL – British Sign Language – from UK, etc.), the analysis of facial

expressions, head and torso movements must not be merely complementary; they are essential.

Since the 1960s, linguists (Stokoe, 1960; Battison, 1974; Friedman, 1975; Wilbur, 1987;

Quadros & Karnopp, 2004) have been studying and providing evidence that sign languages are

natural languages, just like spoken languages are, with their own grammatical structures (Wilcox

& Wilcox, 2005). However, unlike spoken languages, facial expressions appear to be part of the

grammar of sign languages. These facial expressions are encompassed by what sign language

linguists refer to Non-Manual Markers (NMMs). According to Liddell (2003, cited in

Baker-Shenk & Cokely, 1980), these NMMs describe aspects of signing that go beyond the hand

movements, including facial expressions, as well as head and torso movements and they serve
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syntactic functions such as agreement, emphasis, topicalizations and sentence modality, as well

as phonological functions, like lexicalization, pronominal reference, space reference, assertive

and negative particles, among others (Quadros & Karnopp, 2004) (see more in 2.1.2).

2. Coding signed language NMMs
2.1 ELAN program

A software that has been used for transcribing both speech and (manual and non-manual)

signs is ELAN (Wittenburg et al., 2006). It is a free tool that facilitates multimodal research on

digital audio and video media, allowing for multiple tiers and the ability to open multiple files

per transcription (Crasborn & Sloetjes, 2010). In summary, according to Fung (2008), one major

advantage of ELAN for sign language studies is its capacity to represent different linguistic

information simultaneously on separate tiers (refer to Crasborn & Sloetjes (2008), for more

information on ELAN functionality for sign language corpora). However, a crucial disadvantage

of this program is the time required, particularly when working with extensive signed corpora or

conducting quantitative research. The researcher often needs to manually transcribe each sign

and movement, and this task becomes even more complex when analyzing NMMs, which

involve movements of the eyebrows, eyes, mouth, nose, cheeks, head and torso (Ferreira-Brito,

1995). Essentially, having a software capable of automatically analyzing all these movements

would save valuable time for the researcher, allowing them to allocate their time to other

research activities and analyses.
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Figure 2 - SIGN LANGUAGE NOTATION IN ELAN. Source: Crasborn (2006, p.03)

2.2 FaceReader
Based on Padden (1990) and Wilbur (1990), facial expressions in ASL have been

compared to intonation in spoken language. This comparison arises from the observation that

facial expressions convey both emotional (affective) and linguistic information. Intonation in

spoken languages utilizes pitch, voice quality, and volume to convey emotional cues while

conveying syntactic and lexical information (Reilly et al., 1992).

2.2.1 Affective facial expressions
FaceReader is a program designed for the detection of facial expressions, capable of

classifying them according to emotions, such as happiness, sadness, anger, surprise, fear, disgust,

and neutrality (Figure 1) (Loijens, 2018). This categorization is important for investigating

affective facial expressions in sign languages, as well as in the multimodality analyses of spoken

languages. Affective facial expressions in ASL are typically used independently of language and

exhibit variability in intensity (Reilly, 2006) with inconsistent timing (Scherer, 1986). To

illustrate this, we can imagine that when we are angry or disapprove of something, we may

briefly furrow our brows for a few seconds or minutes. Figure 3 provides an example of an anger

facial expressions curve, which begins before the signs, continues after their completion, and

vary in intensity.
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Figure 3 - ANGER FACIAL EXPRESSION CURVE IN THE SENTENCE “I HATE HOMEWORK”.

Source: Reilly (2006, p.267)

2.2.2 Grammatical NMMs - Action Units
NMMs also constitute a significant component of sign language grammar (Baker &

Cokely, 1980; Bergman, 1984; Engberg-Pedersen, 1990). In contrast to affective facial

expressions, grammatical NMMs consistently occur with a manually signed sentence as they are

governed by linguistic rules (Reilly, 2006). They typically begin a few milliseconds before the

start of the manual phrase, reach their intensity peak, and maintain this intensity until the end of

the manual phrase (Baker-Shenk, 1983). Additionally, the articulation’s onset and offset happen

abruptly and are synchronized with the syntactic function (Baker-Shenk, 1983; Liddell, 1978,

1980).

FaceReader can facilitate the analysis of grammatical NMMs by utilizing the Facial

Action Coding System (FACS) for reliable coding. FACS is capable of automatically coding

almost every possible facial expression by decomposing them into action units (AUs) (Figure 4),

AUs combinations (Figure 5), and AUs intensity levels (Figure 6) (Cohn et al., 2007).
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Figure 4 - FACS ACTION UNITS2. Source: Tian et al. (2011, p.490)

Figure 5 - COMBINATIONS OF FACS ACTION UNITS. Source: Tian et al. (2011, p.491)

2 Every Action Unit can be visually accessed in
https://imotions.com/blog/facial-action-coding-system/
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Figure 6 - FACS INTENSITY DEGREES3. Source: FaceReader Reference Manual 9 (p. 262)

The following example of Israeli Sign Language (ISL) illustrates a conditional sentence

type of sentence that is marked with grammatical NMMs. It conveys the meaning “If the

goalkeeper had caught the ball, they would have won the game”. In this sentence, brow raise and

squint have scope over the conditional clause and is concluded with a lean forward. The main

clause, on the other hand, is marked by a head up and back, as well as a neutral facial expression

(Dachkovsky & Sandler, 2009).

3 AUs intensities: Not active: 0.00 - 0.100; A (Trace) :0.100 - 0.217; B (Slight) :0.217 - 0.334; C (Pronnounced)
:0.334 - 0.622; D (Severe) :0.622 - 0.910; E (Max): 0.910 - 1.000 (Face Reader Reference Manual)
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Figure 7 - CONDITIONAL CLAUSE IN ISRAELI SIGN LANGUAGE. Source: Dachkovsky &

Sandler (2009, p. 252).

2.2.3 Grammatical NMMs - Head movements
As mentioned, NMMs play a crucial role in sign languages. To fully comprehend the role

of non-manuality in sign languages, researchers need to analyze the functions of different

articulators separately, including upper and lower face, head, and torso. Many researchers have

focused on studying manual movements (Ann, 2005; Eccarius & Brentari, 2007; Henner et al.,

2013 etc.), while some explored facial articulation (Wilbur & Patschke, 1998; Boyes Braem &

Sutton-Spence, 2001) and only a few have studied head and torso movements (Liddell, 1986;

Schalber, 2006; Lackner, 2015).

Head movements have been noticed in negative and positive statements, as well as in

questions (e.g., Zeshan 2006; Lackner 2015; Puupponen et al., 2015), and they also play a role in

marking prosodic components and their boundaries (e.g. Sandler, 2012). For example, head

movements, along with chest movements and hand orientation, are responsible for pronominal

distinction (second vs third person) in a sign language such as the American, Brazilian, Croatian,

and French Belgian (Berenz, 2002; Ciciliani & Wilbur, 2006; Meurant, 2008).

In this regard, FaceReader can provide support for studying head movements by

automatically coding head orientation, including yaw, pitch and roll, which represent degrees of
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deviation from looking straight forward (Figure 8) (respectively match with head rotation,

flexion and lateral flexion in Figure 9). Additionally, it can analyze head position in terms of

horizontal, vertical, and depth angles, which are measured in millimeters relative to the camera

(FaceReader Reference Manual).

Figure 8 - HEAD ORIENTATION. Source: FaceReader Reference Manual (p.287)

Figure 9 - ANATOMY OF HEAD MOVEMENTS ACCORDING TO THE CARDINAL PLANES.

Source: Puupponen (2015, p.180)

2.2.4 Model Quality

Since sign language data is visual and recorded in videos, it is important to ensure that

the videos have a minimum resolution and that the individuals being recorded are at an
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appropriate distance from the camera. This allows for better analysis of facial, head and torso

movements. In other words, having a high-quality video is essential for both manual or

automated visual analysis.

To assist researcher in assessing video quality for facial and head analysis, FaceReader

provides a Model Quality bar. This tool helps researchers determine whether the video meets the

required quality standards for automated coding by the program. Figure 10 illustrates the Model

quality bar, where the green bar should cross the dashed line:

Figure 10 - MODEL QUALITY. Source: FaceReader Reference Manual 9 (p.96)

In this Model Quality, the colors indicate the level of quality for automatic identification

of AUs. The red color represents low quality, orange represents medium quality, and green

represents good quality (FaceReader Reference Manual). To determine the Model Quality,

FaceReader relies on the analysis of pitch and yaw movements. It requires that the participant

stand or sit in front of the camera, and by default, the software accepts a maximum angle of 30°

in both directions. If the angle exceeds 30°, the face model will be rejected, indicating a potential
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decrease in the accuracy of automatic coding (FaceReader Reference Model 9). This ensures that

the program can provide reliable results when analyzing AUs.

Nowadays (2023), the program works with three different face models: General,

EastAsian, and Baby models4. This means that by selecting one of these options, the program

will perform with greater accuracy depending on the participants’ age and phenotype. Also, there

haven’t been enough investigations regarding atypical signers with facial paralysis and how the

program would assess their facial expressions. Addressing this issue could enhace the program's

usability, benefiting not only the analyses of sign languages but also various other fields in which

facial expressions play a crucial role.

2.2.5 Calibrations
When conducting a study involving a deaf community, it is common to collect data from

multiple signers who have individual variations in their facial expressions. It is important to

consider that some individuals may naturally exhibit specific facial expressions even in their

neutral state. For example, in Figure 11, the woman’s outer lower eyebrow might lead someone

to interpret her expression as sad, when in reality, it could simply be neutral facial expression.

Figure 11 - WOMAN WITH OUTER LOWER EYEBROW. Source: Transforming (2004)

To ensure accurate interpretation and analysis of facial expressions, it is crucial to

establish a baseline understanding of each participant’s natural facial expressions. In this context,

FaceReader allows the normalization of participants’ faces by calibrating it and eliminating

person-specific biases. The researcher can choose to calibrate their data using two methods:

“Participant calibration” or “Continuous calibration”.

4 The Children and Elderly models have become obsolete.
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If the researcher is able to capture a neutral phase before the experiment, they can use the

“Participant calibration” method. The software can compare subsequent facial expressions to the

participant’s calibrated neutral face, providing a more accurate assessments of emotions and

AUs. On the other hand, if capturing a neutral face before the experiment is not possible, the

“Continuous calibration” method can be employed. This method continuously adjusts the

analysis based on the participant’s changing facial expressions. We can observe the before and

after participant calibration in Figure 12. In this example, before the face calibration, the

program mainly recognized the individual’s face as neutral (grey), but still with remnants of a

happy (green) and angry (red) face. However, after continuous calibration, it was capable of

identifying this expression as neutral (neither happy nor angry in this case).

Figure 12 - CALIBRATION EFFECT. Source: FaceReader Reference Manual 9 (p.111)

2.3 Software disadvantages
Despite all the positive aspects previously described, the use of the FaceReader program

for sign language analysis has some disadvantages that need to be addressed here. The first and

the most challenging one to overcome is the pricing. As mentioned, FaceReader is of interest to

many academic areas such as psychology, anthropologists, naturalists, linguists, and more. It is

used by over 1.000 universities worldwide and had gained popularity among renowned
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enterprises such as Philips, L’oréal, Fiat, and others for predicting advertisement effectiveness

(see more in Measure [s.d]) and conducting consumer research and user experience analysis (see

more in FaceReader [s.d.]). The high demand for this product directly affects its pricing. The

most accessible scenario would be when the university or professors can purchase the program

license and make it available to their students. However, this scenario is not feasible in every

country, as not every university has enough research funding available to invest in such program.

Secondly, a comprehensive study of sign language would involve investigating various

aspects including the movements of the face, head, hands and torso. As mentioned earlier, the

software can analyze emotions (affective facial expressions), AUs (grammatical NMMs), and the

head movements. However, currently, there is no technology available that can accurately code

the movements of the hands in sign languages. Additionally, the FaceReader program does not

offer the capability to code torso movements and the protraction/retraction of the head (Figure 9).

Torso movements5 often resemble the three head movements described in section 2.2.3 (torso

rotation, flexion/extension and lateral flexion, as depicted in Figure 13). It is possible that in the

future, advancements in technology may allow for the inclusion of these features in the

program’s analysis capabilities.

Figure 13 - ANATOMY OF TORSO MOVEMENTS ACCORDING TO THE CARDINAL PLANES.

Source: Puupponen (2015, p.180).

5 Body movements have been observed to have a role in constructed action (CA), aiding to construct meaning in the
signed space, and aligning with various discourse-level components (Engberg-Pedersen, 1993; Wilbur & Patschke
1998; Boyes Braem, 1999; Crasborn & Van der Kooij, 2013; Hodge & Ferrara, 2013).
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Lastly, it is worth noting that the presence of certain physical characteristics can impact

the Model Quality of FaceReader. Specifically, if a participant has a beard or wears glasses, the

program’s ability to accurately recognize AUs may be compromised, since both beards and

glasses can interfere with the visibility of facial movements and expressions, leading to a

potentially lower Model Quality. Researchers should take into consideration the potential

influence of these factors when using the program.

Conclusions
Considering the capabilities of the FaceReader program in calibrating participants’ faces,

automatically annotating emotions (affective facial expressions), AUs (grammatical NMMs),

their intensities, as well capturing as head movements, we can affirm that FaceReader is indeed

highly beneficial for recognizing facial and head movements in sign languages. Despite the

mentioned disadvantages, such as pricing, the lack of torso movements and head

protraction/retraction coding, and challenges with participants with specific characteristics such

as wearing glasses or having beards, there are possible solutions to overcome these limitations.

Pricing can potentially be negotiated with Noldus, the company behind FaceReader, and

universities or professors can purchase the software license and make it available for their

research groups or students. For torso movements and head protraction/retraction, manual

transcription can be performed using the ELAN program (as discussed in section 2.1).

Furthermore, depending on the type of experiment, researchers can request participants to

remove beards or glasses, to minimize interference with facial recognition. By addressing these

considerations, researchers can harness the benefits of the FaceReader program for the analysis

of facial and head movements in sign languages.
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